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Abstract—A method for passive GPS-free navigation of a
small Unmanned Aerial Vehicle with a minimal sensor suite
(limited to an inertial measurement unit and a monocular
camera) is presented. The navigation task is cast as a Simul-
taneous Localization and Mapping (SLAM) problem. While
SLAM has been the subject of a great deal of research, the
highly non-linear system dynamics and limited sensor suite
available in this application presents a unique set of chal-
lenges which have not previously been addressed. In this
particular application solutions based on Extended Kalman
Filters have been shown to diverge and alternate techniques
are required.

In this paper an Unscented Kalman Filter is applied to the
navigation problem, which leads to a consistent estimate of
vehicle and feature states. This paper presents: (a) simulation
results showing mapping and navigation in three dimensions;
(b) preliminary hardware test results showing navigation and
mapping using an off-the-shelf inertial measurement unit and
camera in a laboratory environment.
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1. INTRODUCTION

Navigation without reference to some global coordinate sys-
tem (i.e. GPS) is a pivotal problem in the field of mobile
robotics including aerospace navigation applications [4]. In
many situationsGPS is unavailable due to jamming or envi-
ronmental considerations and other navigation techniques are
required.

This is of particular interest for navigation of smallUAVs,
which may be operated in areas whereGPS signals are
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jammed or are obscured by natural or man-made features.
Small UAVs, however, present a unique set of challenges ul-
timately stemming from the limited payload capacity of the
vehicle. Sensing is greatly limited, often including only an
inertial measurement unit (IMU ) and a monocular camera.
Furthermore, since smallUAVs are typically intended to be
inexpensive, the use of high-qualityIMUs is precluded, mak-
ing a purely inertial navigation solution infeasible. Hence the
problem is to obtain a localization solution which is accurate
enough and is updated quickly enough to be useful for navi-
gation using an extremely limited sensor suite (the on-board
IMU and monocular camera).

By fusing inertial measurements and bearings to fixed objects
on the ground we can obtain a navigation solution. Fusing
inertial measurements with bearings to known features has
been applied to the problem of autonomous ship-board land-
ing [8], indoor navigation by humans [5] and navigation of
robots [13], [11], [12]. When features are not known their
locations must be included in the vector of states to be es-
timated. This is known as Simultaneous Localization and
Mapping (SLAM), sometimes referred to as Concurrent Lo-
calization and Mapping.

SLAM has been the subject of a great deal of research. It
enables navigation by simultaneously estimating the state of
the robot and of landmarks in the environment using only
on-board sensing, which typically includes odometry (for
wheeled robots) or inertial measurements to measure vehicle
motion and relative measurements (i.e. range and bearing) to
landmarks. SLAM has been applied both in simulation and
on hardware in situations as diverse as navigation of wheeled
ground vehicles (e.g. [14], range and bearing provided by
a scanning laser range finder) and subsea navigation of au-
tonomous underwater vehicles (e.g. [16], range provided by
sonar). An algorithm has even been developed for a fixed
wing UAV [9]. However these were fairly large aircraft (10kg
payload) and measurements included both bearing and range
to landmarks using a camera and a laser rangefinder.

Many SLAM implementations use Extended Kalman Filters
(EKF) to estimate vehicle and feature states. However when
sensing is limited to inertial measurements and bearings to
features experience has shown thatEKF-based approaches of-
ten lead to divergent solutions [10].
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Figure 1. Navigation Scenario

In [10] we presented a solution based on an Unscented
Kalman Filter (UKF). Simulation results in 2D showed that
consistent unbiased estimates of both vehicle state and ob-
stacle positions could be obtained and that these estimates
could be used by a generic obstacle avoidance algorithm to
enable collision-free navigation through a previously unsur-
veyed forest. In this paper we extend the previous work to
three dimensions, incorporate methods to perform data asso-
ciation and incorporate methods to enable addition of new
features to the map. This is demonstrated with simulation
results in three dimensions and preliminary hardware test re-
sults using an off the shelfIMU and camera showing mapping
and navigation in a laboratory environment.

2. NAVIGATION

The specific navigation scenario considered here is shown
schematically in Figure 1. A smallUAV equipped with a
monocular camera and anIMU flies through an unsurveyed
forest. The camera obtains bearing measurements to obsta-
cles (tree trunks) and theIMU provides accelerations and an-
gular rates in the body-fixed frame.

Trees are located atxi in frameO, an inertial NED frame.
A transformation matrixT resolves a vector in frameO to
the body frameB. ω represents the rotational velocity of the
vehicle expressed in the body frame and[u v w]T represents
the velocity of the aircraft in the body frame. The position of
the aircraft is defined by[x y z]T , expressed in frameO.

The problem is to estimate the locations of the tree trunks and
of the aircraft given the limited sensor suite. This informa-
tion can subsequently be used by a path planning algorithm
to generate a collision-free trajectory through the forest.

The estimation problem contains two significant non-
linearities. The first is due to the rotational degrees of
freedom of theUAV ; the second is due to the vision sys-
tem’s projection of the three-dimensional world onto the two-
dimensional image plane. Thus the system dynamics and
measurement equations are highly non-linear and depend on

the actual state of the system.

Since only bearing measurements are available, observability
of states is highly dependent on motion of the camera (i.e. the
trajectory flown by theUAV ). During motion directly towards
or away from an object (along the bearing) there is no new
information which improves range estimate. Transverse mo-
tion is required produce a useful estimate of object position.
In the case of obstacle avoidance, transverse motion has the
added benefit of ensuring that a collision is avoided, but the
presence of multiple obstacles places conflicting demands on
the trajectory which must be flown. Additional demands on
the trajectory may arise if certain areas are to be avoided or
if a final goal location must be reached. However, trajectory-
related issues are not addressed in this paper.

To summarize, given a sensor suite limited to a monocular
camera and anIMU an estimate of aircraft state and obstacle
locations must be generated.

3. ESTIMATION PROCESS

The use of low-cost inertial sensors complicates system de-
sign. Both bias and random noise errors are present and may
be quite large in low cost inertial sensors, which can lead to
unbounded errors in the integrated quantities. Hence sensor
biases must be included in theUAV state vector.

System Equations

The estimator propagates a state vector (which includes air-
craft state and obstacle states) and the associated covariance:

x̂ =
[

x̂v

x̂o

]
(1)

P =
[

Pvv Pvo

Pov Poo

]
(2)

The feature state vector is concatenated from the states of
each individual feature:

x̂o =


x̂1

x̂2

...
x̂m

 (3)

The vehicle state vector is

x̂v =
[
x y z φ θ ψ u v w αT bT

a bT
ω

]T

(4)
The IMU error states must be included because of the possi-
bility of drift.

Time Update (Vehicle Kinematics)

The time update of the filter is driven by the kinematics of
the vehicle and dynamics of theIMU biases. Measurements
of acceleration and angular rate supplied by the inertial mea-
surement unit. Features are assumed to be stationary.

2



In discrete form, the system dynamics are

xk+1 =
[

xv,k+1

xo,k+1

]
=

[
f(xv,k,uk)

xo,k

]
+

[
next

0

]
(5)

where

uk =

 zimu,k

nα,k

nb,k

 (6)

Both u andnext are assumed to be Gaussian random vari-
ables. States related to the vehicle are driven by the inertial
measurementszimu,k and theIMU bias states are driven by
a zero-mean random walk. Note that measurements from the
IMU are likely to be available at a much higher rate than mea-
surements from the camera, allowing the time update to pro-
ceed at a higher rate than the vision correction.

The nonlinear functionf(xv,k,uk) captures the kinematics
of the vehicle. Since inertial measurements are noisy this
must be included as process noise in the time update. We
approximate process noise as

Qk =
[
∇ufΣu∇ufT + Σext 0

0 0

]
(7)

This is identical to theEKF process noise approximation, and
is adequate for the application being considered. Since obsta-
cles (i.e. trees) are assumed to be perfectly stationary only
components corresponding to vehicle states have non-zero
process noise.

Measurement Update (Vision Correction)

Measurements from the camera are incorporated in the mea-
surement update step of the estimator. The vision model re-
flects the projection of a vector in 3D (the vector from the
vehicle to the feature) onto the 2D image plane. This has the
form

zcam,k = h(xv,k,xo,k) + nc (8)

Herezcam represents bearings from the vehicle to stationary
features. Measurement noise is represented by the zero-mean
Gaussian random variablenc.

The projection functionh(xv,k,xo,k) is highly non-linear,
complicating the problem of accurately calculating the uncer-
tainty associated with a measurement prediction. In general
the uncertainty in vehicle state will be large enough that the
measurement equations cannot be accurately approximated
by linearization over the range of possible vehicle states.

Unscented Kalman Filter Implementation

The vehicle kinematics equations, vision equations and mea-
surements (inertial and vision) are used to implement a filter
to generate estimates of the state vector. An extended Kalman
filter approximates a non-linear system by linearizing the sys-
tem equations about the current estimate. However, the states
about which the dynamics are linearized are uncertain, lead-
ing to potentially significant unmodelled uncertainty in the

linearization. An Unscented Kalman Filter [7] [15] instead
approximates the probability distribution of the state which is
to be estimated. The probability distribution is represented by
a set ofSigma Pointswhich capture the mean and covariance
of a random vectorx = N (x̂,P):

X =
[

x̂ x̂ + η
√

P x̂− η
√

P
]

(9)

whereη is a scale factor and
√

P is an orthogonal matrix
square root of the covariance of the distribution. Note that
this matrix square root is not unique: it can be chosen based
on issues such as numerical stability, computational cost or to
exploit known structure in the problem (Huster [6] makes use
of this property: he chooses sigma points so that the range to
the target is always positive). These Sigma Points are prop-
agated through the full non-linear system equations and the
estimate mean and covariance are then recovered. This al-
lows the statistics of the time update step and measurement
update to be captured more accurately.

This implementation allows generation of a world model for
a 6DOF vehicle with a limited sensor suite (IMU and monoc-
ular vision only) operating in close proximity to the objects
being observed. There remains two issues which must be ad-
dressed: data association and feature initialization.

Data Association—A key problem with navigation in an en-
vironment with indistinguishable features is data association.
This occurs in anySLAM problem where features are not
uniquely identifiable and for Kalman-filter basedSLAM im-
plementations correct data association is critical for a con-
vergent navigation solution. Indeed, a central assumption of
Kalman filters is correct data association.

Most data association algorithms are ultimately based on
maximizing an expectation. To obtain a global maximum one
must find the association which maximizes the expectation
over all possible associations. To maximize the expectation
we minimize the error between the actual and predicted mea-
surements:

E = (z−Az̄)T P−1
zz (z−Az̄) (10)

whereA is the (m × n) data association matrix, where an
element has value 1 if a measurement is associated with a
feature and 0 otherwise.

As the number of features and measurements grows this
quickly becomes intractable to compute. A second possible
approach is to minimize the error of individual data associa-
tions, in effect uncoupling the problem.

Eij = (zi − z̄j)
T P−1

zz,jj (zi − z̄j) (11)

It is less likely that a global minimum will be found in this
case, but this has the advantage of being quick to compute.
Problems arise when there are multiple possible associations
with similar errors.
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In the current implementation the likelihood that a measure-
ment is associated with an existing feature is computed by
first evaluating the expectationsEij . Those which satisfy

Eij < γ (12)

are kept as potential associations. A nearest neighbor ap-
proach is then used to assign correlation for each measure-
ment. While this approach is brittle, it has been adequate for
this application.

When a particular bearing is not assigned to any current fea-
ture the estimate state vector is augmented with a new feature.
The choice ofγ thus incorporates a probability that a partic-
ular measurement will be assumed to refer to a new feature:
a large value ofγ reflects a belief that a bearing is likely to
be associated with a previously seen feature, while a small
value ofγ increases the likelihood that a new feature will be
created.

Feature Initialization—Landmark initialization for bearings-
only SLAM has proven to be a difficult issue to resolve in a
consistent manner. However solutions have been proposed
which defer inclusion of a new feature until an appropriate
level of “Gaussian-ness” has been achieved in its position
estimate [1] or which define the feature’s position along a
line [3]. For the problem ofUAV flight in a forest we imple-
ment a heuristic: given the estimate of the vehicle’s altitude,
a new feature is generated at the intersection of the bearing
to the feature and the ground plane. The uncertainty in the
new feature position is obtained from the uncertainty in vehi-
cle state and the noise associated with the bearing measure-
ment. While this does not give a solution which is strictly
consistent (the correlation between the uncertainty in the new
feature position and the vehicle state uncertainty is currently
ignored) it does allow good localization of new features.

If γ (in essence a likelihood that a bearing is associated with
a previously seen feature) is chosen to be too small, new fea-
tures may be spuriously created. This can be seen in the map
when several features are generated very close together, in-
dicating that they are most likely multiple instances of what
is actually a single true feature on the ground. While spuri-
ous features can be detected and combined, this is not imple-
mented in the present work.

4. SIMULATION RESULTS

We present results of simulation of low-altitude flight (5m)
in an unknown environment to shown navigation and map-
ping, results of monte-carlo simulation of low-altitude flight
to show estimate consistency and results of monte-carlo sim-
ulation at both low and medium (100m) altitude flight to show
error growth.

Navigation and Mapping

The UAV is flown in a circular trajectory of radius 20m at a
velocity of 10m/s and an altitude of 5m through an initially

unknown forest of randomly distributed trees. Initial vehicle
localization is assumed to be precise. In effect, this defines a
coordinate frame relative to the vehicle’s initial position.

A sequence of images is shown in Figure 2. In the first frame
(t=0.1s) only 4 features have been seen and mapped: note
the large uncertainty in feature positions. As the vehicle fol-
lows its trajectory feature localization becomes more precise.
Eventually all but 5 of the features have been mapped (these
5 features never came into view of the camera), and as seen
in Figure 3 the vehicle has maintained a consistent estimate
of its own position.

Monte Carlo Simulation

The UAV is flown in a circular trajectory of radius 20m at a
velocity of 10m/s and an altitude of 5m through a forest of
randomly distributed trees. A new random forest was gener-
ated at the start of each run.

Consistency of the estimate is checked by comparing the 2-
norm of the estimate error with the estimated variance:

Dk =
E

√
(x̂k − xk)T (x̂k − xk)

E
√

TrPkk

(13)

where, for a consistent estimator:

Dk = 1 (14)

This is plotted in Figure 4. Note that the ratio of true error and
estimated variance, while greater than unity, is small. Closer
inspection of the results revealed that a significant part of the
difference was due to generation of multiple features, which
the current implementation does not check. In any case, the
ratio of true error and estimated variance does not show the
unbounded growth associated with a divergent estimator, in-
dicating that the estimates are generally reliable.

Error Growth

Error can be characterized as a percentage of distance trav-
eled or as an absolute position error. For long flights through
new terrain (exploration) it is most appropriate to express ve-
hicle position error as a function of distance traveled, while
for station keeping flights (i.e. orbiting around a fixed point)
position error relative to the desired orbit point is more ap-
propriate.

This paper does not address the question of optimizing tra-
jectories to minimize navigation error: constant altitude, con-
stant speed circular trajectories were chosen arbitrarily for
ease of implementation and visualization.

Exploration—In exploratory flight theUAV is likely to tra-
verse long distances. This may occur at low (i.e. nap of the
earth) or at higher altitudes (∼ 100m). In this mode new fea-
tures are continually coming into view of the camera while
‘old’ features leave the field of view: in effect the vehicle
navigates using visual odometry. Error growth is affected by
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Figure 2. Simulation showing navigation and mapping in
an unknown environment. True feature locations are shown
as blue dots, estimated feature locations and associated3σ
error ellipsoids are shown in red. True vehicle location is
shown in blue, estimated vehicle position is shown in red.
The dotted blue and red lines show vehicle position history

over the previous 5 seconds for the true and estimated states,
respectively.

0 5 10 15 20
−1

−0.5

0

0.5

1

X
 e

rr
or

 (
m

)

0 5 10 15 20
−2

−1

0

1

2

Y
 e

rr
or

 (
m

)
0 5 10 15 20

−1

−0.5

0

0.5

1

Z
 e

rr
or

 (
m

)

time (s)

Figure 3. Vehicle position error and3σ error bounds. Note
that the vehicle position estimate generally remains within
the3σ error bounds, indicating consistency of the vehicle

position estimate.
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Figure 4. Estimate consistency. The solid line shows the
mean ratio of expectation of the true estimate error and the

expectation of the computed variance. For an ideal estimator
this ratio is unity. The variation from unity in this case is in

large part due to generation of multiple features
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Figure 5. Monte Carlo simulation results showing mean
vehicle position error growth as function of time (a) and
mean percent error as function of distance traveled. The

vehicle flies a circle of radius 20m at a speed of 10m/s at 5m
altitude. After initialization error grows linearly with

distance traveled (approximately 1.7% of distance traveled)
until previously seen features are re-observed (occurring at

10 seconds). The cyclically varying error is caused by initial
uncertainty in vehicle heading.

many factors: the number of features in view at any given
time, the length of time a particular feature remains in view
and the video frame rate are all critical parameters. These in
turn are affected by feature density, vehicle speed and altitude
and camera field of view.

Figure 5 shows both absolute error growth as a function of
time and error as a percentage of distance traveled for a Monte
Carlo simulation of low altitude flight. While new terrain is
being explored error grows linearly with time (i.e. error as a
percentage of distance traveled is constant) until previously
seen features are re-acquired, leading to a large reduction in
error. For the cases investigated here the error growth was
approximately 1.7% of distance traveled.

In addition to these Monte Carlo simulation results, figure 6
shows percentage error for a longer exploration flight. Again
the position error as a percentage of distance traveled remains
roughly constant.
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Figure 6. Vehicle position error growth as a percentage of
distance traveled for a single longer duration “exploration”
run. The percent error remains approximately constant over

the duration of the run.
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Figure 7. Mean absolute error for 100 run Monte Carlo
simulation of station keeping. The cyclic variation in error is

caused by initial uncertainty in vehicle heading.

Station keeping—Station keeping is more likely to occur with
the vehicle flying at higher altitudes (i.e. above nap of the
earth) orbiting a fixed point. In this case it is more appropriate
to express error relative to the desired orbit point. Over sev-
eral orbits the same features will be seen repeatedly, enabling
cyclic reductions in vehicle position error. Alternatively, if
the camera is pointed towards the center of the orbit the same
features may remain in view continuously, further reducing
position error. Again the error characteristics are dependent
on the number of features in view, the length of time a partic-
ular feature remains in view and the video frame rate.

Simulations consisting of multiple orbits about the origin
with the camera pointed inwards were conducted. Orbit ra-
dius was 200m, speed was 20m/s, altitude was 100m. A set of
five features were randomly placed for each run so that each
feature would be in continuous view of the camera. Each
run was initialized with random vehicle position and veloc-
ity error. A single run consisted of approximately 4.2 orbits.
Figure 7 shows mean absolute error. After stabilization the
average vehicle position error was observed to vary cyclically
over each orbit.

A single simulation for a longer flight (1 hour) was con-
ducted. A set of 20 features was randomly distributed over
an area of 250m×250m with the vehicle flying a circle of ra-
dius 200m. Approximately 57 orbits were performed and the

6



0 900 1800 2700 3600
0

2

4

6

time (s)

er
ro

r 
(m

)

Figure 8. Absolute position error for longer duration (one
hour) station keeping. Green line shows absolute position
error, blue line shows computed estimate error. The cyclic

variation (period equal to orbit period) is caused by the
initial heading uncertainty.

error varied as a random walk superimposed on a cyclic er-
ror. Absolute position error is shown in figure 8, errors inx,
y, andz (altitude) are shown in figure 9.

5. HARDWARE TEST RESULTS

Using a Crossbow DMU-6X inertial measurement unit [2]
and a Sony XC-999 color camera navigation in a labora-
tory environment using pylons as features was demonstrated.
Color segmentation is used to identify features in the image
and a bearing to the centroid of each pylon in view is returned
by the vision system.

At the beginning of the trajectory the camera/IMU pair was
kept level and stationary for 20 seconds while acceleration
and angular rate data was collected. The average and standard
deviation was calculated and used as initial values of bias and
of measurement noise. Inertial data was collected at a rate of
50 Hz, vision updates occurred at 10 Hz.

Following initialization the camera/IMU pair was hand carried
through the lab along a curved path approximately 8 meters in
length, taking approximately 10 seconds. Truth data is avail-
able for each feature location and for the vehicle at the start
and end points of the trajectory.

Figure 10 shows a sequence of camera images and vehicle
position and landmark locations for navigation with unknown
features in the laboratory environment. The run took approxi-
mately 20 seconds to complete and followed a path of approx-
imately 8 meters. Table 1 gives results of vehicle position er-
ror at the end of the run and worst-case feature localization
error over the entire run. Over the eight meter trajectory the
final vehicle position error was 3.25% of the distance trav-
eled.

6. CONCLUSION

This paper has presented simulation and preliminary hard-
ware test results demonstrating navigation and mapping in an
unknown environment using only a monocular camera and an
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Figure 9. Components of vehicle position error for longer
duration (one hour) station keeping. Green line shows true
error, dotted blue lines show computed3σ error bounds.

Table 1. Navigation and mapping results, laboratory test.

|x− x̂| σ |x−x̂|
σ

final position 26 cm 8.9 cm 2.93
absolute feature position 57 cm 17 cm 3.35
“least consistent” feature
position

25 cm 5.8 cm 4.3

inertial measurement unit. Results of 3D simulation show that
consistent, unbiased estimates of vehicle and object states can
be obtained, and this has been demonstrated in the laboratory.

The appropriate measure of error growth is dependent on
the vehicle’s mode of operation: for exploration error is ex-
pressed as a percentage of distance traveled, for station keep-
ing (i.e. orbits around a fixed point) absolute error is used.
Error growth is dependent on several factors including vehi-
cle speed, feature density and video frame rate. The labora-
tory test resulted in a vehicle position error of less than 4% of
the total distance traveled.
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Figure 10. Navigation and mapping in a laboratory environment. The left column show a representative sequence of images
from the camera. Color segmentation is used to identify pylons (used as navigation features), and the vision system provides
bearings to the centroid of each pylon. The right column shows the sequence of estimated vehicle and feature locations. True

feature locations are shown as blue dots, estimated feature locations and associated3σ error ellipsoids are shown in red.
Estimated vehicle position is shown in red. The dotted line shows the time history of the estimated vehicle position.
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